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 Abstract 

In order to simulate unsteady separated flow phenomena, we validate an unstructured-grid CFD code for 

practical problems and identify problems that have to be solved. 

 

 

 Reasons and benefits of using JAXA Supercomputer System 

JSS2 is indespensable to accelerate the validation of unsteady flow simulations. 

 

 Achievements of the Year 

A separated flow at the leading edge of delta wing is simulated with steady and unsteady computaion of FaSTAR 

and compared with experimental data (Chu&Lucking, NASA-TM-4645, 1996). Figure 1 shows a steady 

computation result as an example, which is computed at Mach number of 0.85, Reynolds number of 6x10^6, angle 

of attack of 20.6deg. The pressure distributions on the upper surface of delta wing agree well with the experimental 

data. 
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File System Resources 

File System Name Storage Assigned (GiB) Fraction of Usage*2(%) 

/home 42.95 0.04 

/data 4,602.35 0.08 

/ltmp 1,706.77 0.15 

 

Archiver Resources 

Archiver Name Storage Used (TiB) Fraction of Usage*2(%) 

J-SPACE 109.78 2.76 

 
*1: Fraction of Usage in Total Resources: Weighted average of three resource types (Computing, File System, 

and Archiver). 

 
*2: Fraction of Usage：Percentage of usage relative to each resource used in one year. 
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Fig. 1: Pressure distribution on upper surface of delta wing 

 

 Publications 

N/A 

 

 Usage of JSS2 

⚫ Computational Information 

 

 

  

Process Parallelization Methods MPI 

Thread Parallelization Methods N/A 

Number of Processes 256 - 512 

Elapsed Time per Case 100 Hour(s) 
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⚫ Resources Used 

Fraction of Usage in Total Resources*1(%): 0.10 

 

Details 

 

Computational Resources 

System Name 
Amount of Core Time 

(core x hours) 
Fraction of Usage*2(%) 

SORA-MA 811,012.37 0.10 

SORA-PP 224.65 0.00 

SORA-LM 2,468.31 1.03 

SORA-TPP 0.00 0.00 

 

File System Resources 

File System Name Storage Assigned (GiB) Fraction of Usage*2(%) 

/home 295.53 0.25 

/data 26,925.10 0.46 

/ltmp 4,075.53 0.35 

 

Archiver Resources 

Archiver Name Storage Used (TiB) Fraction of Usage*2(%) 

J-SPACE 0.52 0.01 

 
*1: Fraction of Usage in Total Resources: Weighted average of three resource types (Computing, File System, 

and Archiver). 

 
*2: Fraction of Usage：Percentage of usage relative to each resource used in one year. 
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